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Introduction and Motivation Multi-task Learning for KWS and Own-Voice/External Speaker Detection

Keyword spotting (KWS) may allow a hearing impaired person to KWS task » Two tasks: KWS and own-

Initiate certain actions on her/his hearing assistive device (HAD), voice/external speaker detection.
e.g., increasing the volume. . . .
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In general, current KWS systems are speaker-independent. | i ResidualBlock 6" Residual Block |8 > > KWS prediction from MFCCs is con-

. Own-voice/externdl sidered if and only if the sigmoid layer
We propose HAD user (speaker)-dependent KWS drawing from speaker detection task output is above 0.5.

a state-of-the-art small-footprint KWS system based on deep resid-
ual learning and dilated convolutions (resi15) [1].

Results

Experi mental Framewo rk Own-voice/External speaker detection Keyword spotting
Architecture Training data Input type Own-voice subset  External speaker subset Overall Own-voice subset Overall
90° Baseline | resi5 (KWS only) Own voice Front and rear mics — — — 94.21 + 0.39 71.87 £ 0.30
120° o ®*®®e 60° Front Multi-task Own and external voice Front mic 97.49 + 1.02 80.38 + 5.23 93.02 + 0.76 94.28 + 0.37 89.48 + 0.74
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» Own-voice/external speaker detection is crucial for good
KWS performance (check overall vs. own-voice subset
KWS accuracy).

the Google Speech Commands Dataset (GSCD) [2].

» HAD user own-voice signals are generated by filtering 75% of the
GSCD through a single own-voice transfer function (OVTF).

False alarm rate (%)

» External speaker signals are created by filtering the remaining 25%

of the GSCD through head-related transfer functions (HRTFs). Conclusions References
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» Apart from the unknown word class, 10 keywords are considered:

“yeS”, “no , up ,

down?, “left”, “right”, “on”, “off”, “stop” and “go”.

> Code available at [2] Pete Warden.
http://www.ugr.es/~iloes/codes/MultitaskKWS.zip

Speech Commands: A dataset for limited-
vocabulary speech recognition. arXiv:1804.03209v1, 2018.




